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ABSTRACT: 

Now-a- days internet is mostly useful for the 

people for school, work, and social use, so 

too do more people turn to the Internet to 

take out their frustrations and aggression. 

One form of cyber aggression has been 

gaining the attention of both researchers and 

the public in recent years: cyber bullying. 

Cyber bullying is typically defined as 

aggression that is intentionally and 

repeatedly carried out in an electronic 

context (e.g., e-mail, blogs, instant messages, 

text messages) against a person who cannot 

easily defend him-or herself. Many 

researchers have noted that cyber bullying is 

occurring at widespread rates among youth 

and adults, with some studies showing nearly 

75% of school-age children experiencing this 

form of aggression at least once in the last 

year. The experience of cyber bullying has 

been linked with a host of negative outcomes 

for both individuals and organizations 

(e.g.,schools), including anxiety, depression, 

substance abuse, difficulty sleeping, 

increased physical symptoms, decreased 

performance in school, absenteeism and 

truancy, dropping out of school. To deal with 

these problems, In this paper, we investigate 

one deep learning method named stacked 

denoising auto encoder (SDA). We develop 

a new text representation model based on a 

variant of SDA: marginalized stacked 

denoising auto encoders (mSDA), which 

adopts linear instead of nonlinear projection 

to accelerate training and marginalizes 

infinite noise distribution in order to learn 

more robust representations. Our proposed 

Semantic-enhanced Marginalized Stacked 

Denoising Auto encoder is able to learn 

robust features from BoW representation in 

an efficient and effective way. These robust 

features are learned by reconstructing 
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original input from corrupted (i.e., missing) 

ones. The new feature space can improve the 

performance of cyber bullying detection 

even with a small labeled training corpus. 

Keywords: Cyber bullying Detection, 

Text Mining, Representation Learning, 

Stacked Denoising Auto encoders, Word 

Embedding 

 

 

1. INTRODUCTION: 

Cyber bullying is emerging as a serious 

social problem, especially among teenagers. 

Cyber bullying is defined as “the use of 

information technology to harm or harass 

other people in a deliberate, repeated, and 

hostile manner”. The popularity of the 

Internet among school-age children and 

Adolescents has become apparent to most, as 

nearly all youth between 12 and 17 use the 

Internet, and 68% of school pupils use the 

Internet at school. Further, youth spend an 

average of about 17 hours per week on the 

Internet, with some spending more than 40 

hours per week online. Although most youth 

spend time communicating with their friends 

online, including forging new online 

friendships, online interpersonal interactions 

can be particularly valuable for those who 

experience anxiety in face-to-face 

interactions. In cyber bullying detection, the 

numerical representation for Internet 

messages should be robust and 

discriminative. With the knowledge of one 

deep learning method named stacked 

denoising auto encoder (SDA). In this paper 

investigates a new text representation model 

based on SDA: marginalized stacked 

denoising auto encoders (mSDA), which 

adopts linear instead in order to learn more 

robust representationsWe utilize semantic 

information to expand mSDA and develop 

Semantic-enhanced Marginalized Stacked 

Denoising Auto encoders (smSDA). The 

semantic information consists osf bullying 

words. An automatic extraction of bullying 

words based on word embeddings is 

proposed so that the involved human labor 

can be reduced. During training of smSDA, 

we attempt to reconstruct bullying features 

from other normal words, i.e. correlation, 

between bullying and normal words. Our 

proposed Semantic-enhanced Marginalized 

Stacked Denoising Auto encoder is able to 

learn robust features from BoW 

representation in an efficient and effective 

way. These robust features are learned by 

reconstructing original input from corrupted 

(i.e., missing) ones.  

 

2. EXISTING SYSTEM: 
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 Previous studies of computational 

studies on bullying have shown that 

natural language processing and 

machine learning are powerful tools 

for studying bullying. 

 The detection of cyberbullying can 

be formulated as a problem with 

controlled learning. The classifier is 

first trained in a cybersecurity casing 

labeled by people, and then the 

categorizer studied is used to 

recognize a report of intimidation 

 Yin, etc. It was suggested to 

combine BoW functions, 

sentimentality functions and 

contextual functions for training a car 

of an auxiliary car for online 

detection of intimidation. 

 Dinakar, etc. Used functions, 

specific to labels, to expand common 

characteristics, with characteristics 

specific for the label, are studied by 

linear discriminatory analysis. In 

addition, knowledge of common 

sense was also used 

 Nahar, et al. We presented a 

weighted TF-IDF scheme by scaling 

the nonsense functions twice. In 

addition to information based on 

content, Maral et.al has suggested 

using user information, such as 

gender and historical messages, and 

contextual information as additional 

functions. 

3. PROPOSED SYSTEM: 

 Three kinds of information including 

text, user demography, and social 

network features are often used in 

cyber bullying detection. Since the text 

content is the most reliable, our work 

here focuses on text-based cyber 

bullying detection. 

 In this paper, we investigate one deep 

learning method named stacked 

denoising auto encoder (SDA). SDA 

stacks several denoising auto encoders 

and concatenates the output of each 

layer as the learned representation. 

Each denoising auto encoder in SDA is 

trained to recover the input data from a 

corrupted version of it. The input is 

corrupted by randomly setting some of 

the input to zero, which is called 

dropout noise. This denoising process 

helps the auto encoders to learn robust 

representation.  

 In addition, each auto encoder layer is 

intended to learn an increasingly 

abstract representation of the input.  

 In this paper, we develop a new text 

representation model based on a variant 
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of SDA: marginalized stacked 

denoising auto encoders (mSDA), 

which adopts linear instead of 

nonlinear projection to accelerate 

training and marginalizes infinite noise 

distribution in order to learn more 

robust representations.  

 We utilize semantic information to 

expand mSDA and develop Semantic-

enhanced Marginalized Stacked 

Denoising Auto encoders (smSDA). 

The semantic information consists of 

bullying words. An automatic 

extraction of bullying words based on 

word embeddings is proposed so that 

the involved human labor can be 

reduced. During training of smSDA, 

we attempt to reconstruct bullying 

features from other normal words by 

discovering the latent structure, i.e. 

correlation, between bullying and 

normal words. The intuition behind this 

idea is that some bullying messages do 

not contain bullying words. The 

correlation information discovered by 

smSDA helps to reconstruct bullying 

features from normal words, and this in 

turn facilitates detection of bullying 

messages without containing bullying 

words. 

4. ADVANTAGES OF PROPOSED 

SYSTEM: 

 Our proposed Semantic-enhanced 

Marginalized Stacked Denoising 

Auto encoder is able to learn robust 

features from BoW representation in 

an efficient and effective way. These 

robust features are learned by 

reconstructing original input from 

corrupted (i.e., missing) ones. The 

new feature space can improve the 

performance of cyber bullying 

detection even with a small labeled 

training corpus. 

 Semantic information is incorporated 

into the reconstruction process via 

the designing of semantic dropout 

noises and imposing sparsity 

constraints on mapping matrix. In our 

framework, high-quality semantic 

information, i.e., bullying words, can 

be extracted automatically through 

word embeddings. 

 Finally, these specialized 

modifications make the new feature 

space more discriminative and this in 

turn facilitates bullying detection. 

 Comprehensive experiments on real-

data sets have verified the 

performance of our proposed model.  
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5. SYSTEM ARCHITECTURE: 

 

6. MODULES: 

 OSN System Construction Module 

 Construction of Bullying Feature Set 

 Cyber bullying Detection. 

 Semantic-Enhanced Marginalized 

Denoising Auto-Encoder. 

Modules Description: 

1. OSN System Construction Module: 

In the first module, we develop the Online 

Social Networking (OSN) system module. 

We build up the system with the feature of 

Online Social Networking. Where, this 

module is used for new user registrations and 

after registrations the users can login with 

their authentication.  

 Where after the existing users can 

send messages to privately and 

publicly, options are built. Users can 

also share post with others. The user 

can able to search the other user 

profiles and public posts. In this 

module users can also accept and 

send friend requests.  

 With all the basic feature of Online 

Social Networking System modules 

is build up in the initial module, to 

prove and evaluate our system 

features. 

2.Construction of Bullying Feature Set: 

The bullying features play an important role 

and should be chosen properly. In the 

following, the steps for constructing bullying 

feature set Zb are given, in which the first 

layer and the other layers are addressed 

separately.  

 For the first layer, expert knowledge and 

word embeddings are used. For the other 

layers, discriminative feature selection is 

conducted. 

 In this module firstly, we build a list of 

words with negative affective, including 

swear words and dirty words. Then, we 

compare the word list with the BoW 

features of our own corpus, and regard 

the intersections as bullying features. 
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 Finally, the constructed bullying features 

are used to train the first layer in our 

proposed smSDA. It includes two parts: 

one is the original insulting seeds based 

on domain knowledge and the other is 

the extended bullying words via word 

embeddings 

 Observe Attentively Over A Period Of 

Time.   

3. Cyber bullying Detection: In this module 

we propose the Semantic-enhanced 

Marginalized Stacked Denoising Auto-

encoder (smSDA). In this module, we 

describe how to leverage it for cyber 

bullying detection. smSDA provides robust 

and discriminative representations The 

learned numerical representations can then 

be fed into our system. 

 In the new space, due to the captured 

feature correlation and semantic 

information, even trained in a small size 

of training corpus, is able to achieve a 

good performance on testing documents. 

 Based on word embeddings, bullying 

features can be extracted automatically. 

In addition, the possible limitation of 

expert knowledge can be alleviated by 

the use of word embedding 

 Block The Accounts: 

 Abnormal user.   

 Cyber- Crime user.  

 

 4. Semantic-Enhanced 

Marginalized Denoising Auto-

Encoder:An automatic extraction of 

bullying words based on word 

embeddings is proposed so that the 

involved human labor can be 

reduced. During training of smSDA, 

we attempt to reconstruct bullying 

features from other normal words by 

discovering the latent structure, i.e. 

correlation, between bullying and 

normal words. The intuition behind 

this idea is that some bullying 

messages do not contain bullying 

words.  

 The correlation information 

discovered by smSDA helps to 

reconstruct bullying features from 

normal words, and this in turn 

facilitates detection of bullying 

messages without containing bullying 

words. For example, there is a strong 

correlation between bullying word 

fuck and normal word off since they 

often occur together.  

 If bullying messages do not contain 

such obvious bullying features, such as fuck 

is often misspelled as fck, the correlation 
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may help to reconstruct the bullying features 

from normal ones so that the bullying 

message can be detected. It should be noted 

that introducing dropout noise has the effects 

of enlarging the size of the dataset, including 

training data size, which helps alleviate the 

data sparsity problem. 

7.CONCLUSION: 

This paper addresses the text-based cyber 

bullying detection problem, where robust 

and discriminative representations of 

messages are critical for an effective 

detection system. By designing semantic 

dropout noise and enforcing sparsity, we 

have developed semantic-enhanced 

marginalized denoising auto encoder as a 

specialized representation learning model for 

cyber bullying detection. In addition, word 

embeddings have been used to automatically 

expand and refine bullying word lists that are 

initialized by domain knowledge. The 

performance of our approaches has been 

experimentally verified through two cyber 

bullying corpora from social Medias: Twitter 

and MySpace.  
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